Insurers can use predictive modeling to segment risks, reveal new market potential and maximize profits.

by Roosevelt Mosley

Home mailboxes are filled with solicitation offers for a plethora of products—credit cards, mortgage refinances, even automobile or homeowners insurance. Grocery stores provide coupons that print out at the checkout lane based on specific purchases. These special offers stem from data-collection methods that service and retail companies use to learn consumers' particular preferences so the companies can maximize potential profitability.

Like other industries, property/casualty insurance companies are discovering the power of predictive modeling to reveal new market potential, improve underwriting choices and, ultimately, boost profitability. Predictive modeling helps better identify and segment insurance risks so executives no longer have to manage on instinct or “gut feel.” Instead, they can use factual data to assist in making better business decisions. In contrast, insurers not applying predictive modeling techniques are missing competitive opportunities.

Predictive Modeling Defined
Predictive modeling is a form of data mining. Data mining is the analysis of historical data to find relationships between elements in the datasets. Modelers analyze specific subsets of data and then use the results to make predictions.

Predictive modeling often reveals new information regarding market segments or an insured’s relationships to the insurance process that provide a new perspective on risk. By having more detailed information, executives can make more informed business decisions.

Specifically, predictive modeling can help insurers improve their rating plans by identifying mispriced risks. By analyzing distributional relationships in insurance databases in a multivariate framework, predictive modeling will reveal assumptions that have been generating mispriced risks. For example, when considering the relationship between insurance losses and age and the relationship between insurance losses and prior accidents, it is no surprise that younger drivers tend to cost more to insure and that drivers with prior accidents cost more to insure. These findings, however, don’t account for the fact that a larger proportion of younger drivers tend to have prior accidents. Knowing this could make a
difference in the way an insurer chooses to surcharge younger drivers for prior accidents.

Predictive modeling helps insurers define groups that are more homogeneous for rating, underwriting and marketing. An insurance company may rate the city of Dallas and the areas surrounding the city the same. Predictive modeling may show that the risk of loss outside the city of Dallas is considerably different from the risk of loss inside the city. A company that successfully separates the Dallas area into more homogenous risk areas will gain a significant competitive advantage.

Further, by discovering new risk identifiers or new relationships between current risk identifiers, predictive modeling also can identify new ways to segment risks. Using credit history for generating insurance scores is a vivid example of predictive modeling. Insurance scores have been used not only for rating, but also for tiering, underwriting and marketing.

**Step by Step**

Successful predictive modeling begins with identifying the specific questions that need to be answered. After finding the appropriate data, begin mining the data and developing models to help understand it better. Finally, take the knowledge gained from predictive modeling and apply it to the insurance function.

Clearly defining the modeling project’s purpose is critical. Otherwise, trying to do too much can become overwhelming. Among the first applications of predictive modeling has been to better analyze rating and tiering of insurance risks. Historically, the establishment of rating factor relativities for insurance has been based on one-way loss ratios or pure premiums. The problem with this approach was illustrated in the example of prior claim history and youthful drivers. There are many distributional biases in a dataset that cause the one-way approach to produce incorrect results. Using multivariate predictive modeling methods will account for the distributional overlap and correlation between risk factors and ensure that the rating and tiering factors being used account properly for differences in risk.

Customer response modeling holds a great deal of potential for increasing profitability as well. Generally, the pricing of insurance is focused on the supply side of the economic equation, with little emphasis placed on the demand for insurance or the willingness of different market segments to insure at different prices. Given a set of risk characteristics, customer response modeling looks at items such as the likelihood of policyholder renewal and the likelihood of writing a new business policy. Understanding that the probabilities of renewal and new business conversion are going to differ according to the characteristics of the risk can help a company boost profitability.

Claims department functions can benefit from several applications, including estimation of claim-settlement value. Claims that are settled by insurance companies have characteristics associated with them, including claimant information, types of injuries and attorney involvement. A model can be developed from historical closed claims that estimates the value of the claim based on its characteristics. This model then can be applied to new claims to estimate their ultimate settlement value.

Predictive modeling comes in many other forms, including vehicle classification, fraud detection, agency evaluation and loss-reserve development factor modeling. Regardless of the approach being chosen, it will always be important to stay focused. Carefully defining and carrying out one of these applications will better prepare a company to handle the next application.

**Getting the Right Data**

Insurers have access to a wealth of information, internal and external, that can be used in predictive modeling. Data sources include traditional internal sources such as rating and underwriting; nontraditional internal sources, including agency, marketing and billing information; and external sources such as credit and allowable demographic information. Regardless of where the data come from, the quality of the data is critical. The “garbage-in, garbage-out” rule certainly applies here. After determining what data are needed, extract, verify and cleanse the data as necessary. While it is important to be sure that the data being collected are relevant to the task at hand, be careful not to exclude potentially valuable information. Many times assumptions are disproved by the actual data, and dismissing data before modeling may undermine the process.

After identifying and extracting the data, ensure that they appear reasonable. One approach is to summarize the major statistics, such as premium, exposure, claim counts and claim amounts, by the independent variables. Doing so tests the reasonableness of the distributions of the independent variables. For example, there would be reason for concern if 95% of the auto drivers were coded as males. This process also forces the modeler to understand the levels of the independent variables being reviewed, which is...
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Invaluable information once it is time to interpret the model's results.

Developing the Model

Several different types of models can be fitted to the data. The appropriate model will depend on the structure of the data and the application being developed. “Different Models for Different Data” below describes various models and their uses. While model types may vary, the predictive modeling process will be similar for whichever one is selected. It uses historical experience to attempt to predict future outcomes.

Before actually generating model results, hold back a random portion of the dataset for purposes of testing and validating the model once it has been developed. The size of the holdback will vary depending on the size of the dataset being used, but this holdback will help prevent overfitting the model to the data. To perform this validation, take the model developed on the largest portion of the data and apply it to the holdback dataset. To the extent that the results are significantly different, there could be an over-fitting problem.

Interpreting and Applying Results

People who understand the process being modeled and may see the data from differing vantage points should be involved in interpreting the results. If modeling a rating and tiering plan, include actuarial, claims, underwriting, marketing and senior management professionals to interpret and apply results. Many perspectives can help in applying professional judgment to model results and coming up with a final product that is both powerful and practical.

This diverse team should consider many factors when applying modeled results to the real world. For starters, policyholder impacts can be a significant hurdle to implementing predictive modeling results. If an insurance company traditionally has not used these insurance pricing techniques, the modeling results can indicate large rate changes or disruptions that may make a company uncomfortable. Many times, predictive model results suggest that insurers should make significant changes in the way they do business.

Computer systems may not be able to handle some changes. Potential systems impacts should be considered, and at times it may be necessary to adjust the application of the model results so they fit within the framework of what is possible in the current situation. This also can identify potential systems and infrastructure changes needed for the future.

Corporate culture also can be a potential hindrance to the application of predictive modeling results. Many times, predictive models confirm that the assumptions a company is making about a risk are correct. In some instances, however, models go against conventional wisdom. The difficult choice of whether to follow the data or follow the “way we’ve always done things” will need to be made.

Lastly, public and regulatory acceptance must be considered. Just because data say the insurance industry should do something does not mean the public or the regulatory community will accept it. Therefore, explaining and implementing results should be done with caution. While the regulatory community generally has accepted predictive models, the results they have generated have not always been embraced. Educating and clearly communicating to regulators and legislators can help ease these concerns.

Effective predictive modeling can and does enhance underwriting, pricing and marketing decisions and boost insurers’ profitability. As companies continue to take advantage of predictive modeling applications, find new rating variables and sources of data, and apply the results in new and innovative ways, it will likely become a way of life for all successful companies, much as it is in other industries, such as banking.

Different Models for Different Data

**Generalized Linear Modeling**— Enables a series of independent variables to predict the value of a dependent variable. This model is especially effective for determining the impact of class plan variables on loss costs or the impacts of different claim characteristics on an ultimate claim settlement value.

GLM also provides a framework for discovering the interactions of variables in an automated way. Interactions occur when two independent variables in a model do not have a constant relationship with each other.

**Decision Tree Analysis**— Attempts to separate a group of risks into homogeneous groups based on an identified response variable. The process begins by taking the entire population, and then analyzes each independent variable to determine which creates the largest degree of separation in the dependent variable. The dataset is then “split,” or branched off, into two or more groups based on this characteristic. Next, each branch is analyzed independently to determine which independent characteristic is most important in distinguishing between levels of the dependent variable for that branch.

**Logistic Regression**— Determines responses to certain situations. Logistic regression generally attempts to model questions with a “yes” or “no” answer. Examples include: “Does the policyholder renew?” or “Does the applicant quoted actually purchase a policy?” Based on a set of independent characteristics, logistic models determine the likelihood of obtaining a positive response.

**Neural Networks**— Attempt to model human responses to a set of stimuli.

**Regression Splines**— Build on multiple regression models by making the model structure more flexible.
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